**Hands-free Text Entry using Voice and Gaze**

**Motivation**

Speech to Text through different voice recognizing platforms like (i) CMU Sphinx, (ii) Dragon’s Nuance, (iii) Microsoft’s Windows Speech Recognition Tool (iv) DeepSpeech2 (v) Google’s Speech to Text helps in effectively transcribing words spoken into textual format for further analysis. However, the inherent nature of voice fails to provide spatial context in case of error in transcription. We investigate a hands-free approach where gaze provides spatial context and voice helps in quantifying the need if an error is detected.

Speech to text-based applications are evaluated as unconstrained text entry evaluation paradigm. However, we intend to investigate our multimodal approach in understanding if different text entry requirements can be sufficed by the current voice recognizing platforms and if not, how can we improve our design and language model to cater to them.

Prior research has mostly involved a non-hands-free approach to activate the listening process of text entry. Our approach would be to improve that to make it completely hands-free. Auto-detection of end of speech could also be an important direction in reducing manual intervention of the user.

Prior research has focused on controlled experimental scenarios. In order to understand the robustness of speech and gaze in efficient hands-free text entry process, evaluation can be done in different noise and light conditions. This would shed light on when one modality fails and the other modality can be used for efficient text entry.

**Points to Investigate**

1. Does improvement in design to integrate text prediction help in better hands-free text entry?
2. Does inclusion of phonemes in text prediction improve the selection of text predictions?
3. Does multimodal selection approach improve the performance of hands-free text entry in comparison to unimodal approach?
4. Would improved language model help in edge case scenarios of text entry?

**Approach**

We develop an unconstrained text entry evaluation scenario where the participant inserts a text that is displayed via speech input. In case of an error, the participant can point at the incorrect word via gaze input and select for a plausible suggestion from the list. If it is not on the list, the person can use an onscreen keyboard for text entry.

The second step towards this evaluation is to introduce an “improved” suggestion that is not only based on context but also on phonemes. A comparative analysis with the prior experiment might show if the improved language model helps in rectification of errors better.

**Measurements**

1. Aggregate Measures:
   1. Entry Rates:
      1. Words per minute
      2. Sentence Completion Time
   2. Error Rates:
      1. Keystrokes per character
      2. Minimum String Distance
      3. Corrected, Uncorrected and Total Error Rates
   3. Efficiency Measures:
      1. Correction Efficiency
      2. Participant Conscientiousness
      3. Cost Per Correction
   4. Character Level Measures:
      1. Uncorrected Errors in Transcribed String
      2. Corrected Error in Input Stream
      3. Corrected-and-Wrong, Corrected-and-Right
   5. Initial Speech Transcription
   6. Speech Specific Measures:
      1. How responsive is the server
      2. How responsive is speech input
      3. Delay by user
      4. Delay by server
      5. % of time invested in correction or text input
      6. % of time invested in correction by speech.
2. Absolute/Relative Measures:
   1. Selection Savings
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